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ABSTRACT poral and spatial approaches is muddied by most applica-
tions of LES. In particular, neatly all Current LES approaches,
whether temporal or spatial, ex_olt spatial filtering. Intheir

An approach to large-eddy simulation (LES) is developed review paper, Moin and Jlmenez (1993) state: UHistorically,
whose mabgrid-scale model incorporates filtering in the time temporal filtering has not bemused," one presmnes_for tea-
domain, in contrast to conventional approaches, which ex- sons of computational efficiency. However, because theroles
ploit spatial filtering. The method is demonstrated in the of space and time are fundamentally interchanged in tempo-
simula_fion of a heated, compressible, axisymmetric jet, and ral vs. spatial simulations, we suggest that spatial filtering
results are compared with those obtained from fully resolved is more appropriate for temporal LES, and conversely, tern-
direct numerical simulation. The present approach was, in poz:al filtering is more appropriate for spatial LES. Indeed,
fact, motivated by the jet,flow problem and the desire to ma- time-domain filtering may remove some of the conceptual and
nipulate the flow by localized (point) sources for the purposes practical inconsistencies that have been observed by practi-
of noise suppression. Time-domain filtering appears to be tioners of LES, a few of whic h are discussed brk_ y below.
more consistent with the modeling of point sources; more-
_;er, time-domain filtering may resolve some fundamental in-
consistencies associated with conventional space-filtered LES
:approaches.

1 INTRODUCTION

First, as intimated by _o 1_1992), LES _ be_viewed
as lying somewhere near the middle of a spectrum of numer-
ical solution techniques with DN8 at one _md' and Reynolds-
aver_ Navier-Stokes (RANS) _the other end: :In our opin-
ion, this point of view is m0stself-consistent if _d_
filtering is exploited in LES u it is in RANS. Secbnd, Moin

and Jimenez (1993) observet_at the opernationsn_,_i:0f_tt_gand differentiation do not __ on a non uniform mesh.
By definition,directnumericalsimulation(DNS) is_the nu- Cor/Sequently,moet sub_dd_e r_modelsinad_ently im-
mericalsolutionof the Navier-Stokesequationswithoutre- posedifferentlevelsofdmsipationin differentregionsof the
coursetoempiricalmodels.In concept,thefluidmotionsare computationaldomain,a problemmade worseon thehighly
resolveddown tothe Kolmogorov lengthscale,atwhich ed- stretchedgridsassociatedwithcomplicatedgeometries.This
diessuccumb to viscousdissipation.Consequently,forhigh problemshouldbe circumvented_.by:temporalfilteringincon-
Reynolds number flow,the computationalrequirementsof junctionwithuniformtimeincrements.Third,againaccord-

ful|y r_0"lved DNS are staggering. . ing to Moin and Jimenez (1993): "In LES, it is highly de-

In contrast, in large-eddy simulation (LES), the large scales sirable for the filter width tohe significantly larger than thecomputational mesh to separate the numerical sad model-
of motioa=are resolved in space and time on a suitable compu- i_ errors. Practical considerations, however, usually require
tational grid; however, the effects of the subgrid-scale motions the filter width and mesh to beof the same: order. In this
on the evolution of the large scales are modeled. Relative to case, there does not appear to be.a necessity for hi_er than
DNS, LES is conducted on relatively coarse Krkis at reason- second order numerical methods for LES." In contrast, for
able C_nputational expense. In practice, LES iavolves filter- the present temporally filtered approach, the filter width is
ing th_Navier-Stokes equations in space or time or both. The typically an order of magnitude larger than the time step.
filtered _equations of motion contain subgrid-scale (residual) Fourth, it may be desirable in spatial DNS or LES of certain
stress terms whose effects must be modeled. _physical problems (e.g., jet fl0w)to allow for time-dependent

BothDNS and LES can be classified fundamentally as tern- lp_ (point) sources as a means of manipulating the flow
porally or spatially evolving. The distinction bet_n tern- ':forlthe purposes of control. For example, such sources could

be used to introduce local disturbances to enhance or inhibit
*Research conducted under NASA Grant NASI-lS02, monitored by mixing. Dakhoul and Bedford (1986) suggest that spatial ill-

Dr. KrJStiae R. Meadows, NASA Langley Research C4nter, Hampton, tering is fundamentally inconsistent with the introduction of
VA 23681-0001 point sources, whereas temporal filtering of a point source is



welldefined.

Whenms D_ and Bedford (1_),.m_l-_a (1990)
propose and devel_ space-time filters for-I_S,:t_e author is
unaware of any purely time-filtered approach. In the next few
sections, we develop and demonstrate a spatial LES concept
based on filtering in the time domain, and we apply the ap-
proach to the investigation of large coherent structams (CS)
in a heated subsonic axisymmetric jet. For several reasons,
the jet-flow problem is well suited to the _ul_ LES ap-
proach. First, free shear layers, jets, and _,:_ mean
strumwise velocity profiles are infiectiom_!, m_y un-
stable to disturbances of a broad spectrum of R,_quencies

(wavel_}. Asa_iedsheco_-quence, DNS of _ion_l(3D) unl_un ear ows" presently__u_
of the extremely fine grid resolution required, _ _rt
of subgdd-scale dissipation is virtually a necemty: SecOnd,
the problem is of immediate practical interest to .the field of
computationalaeroacoustics(CAA). Specific_Hy,itisgener:
allybelievedthat,forsupersonicjets,most ofthenome origi-
natesfromtheCS ratherthanfromthesmall-scaleturbulence

The inputto Eq. 1 isthe raw signals(t),and the out_ttis
the continuousfilteredsignal,denotedby _(t,A). Frome_e-
mentaxy_ the Rdlowingpropertyofthefilterdefined
by Eq. 1 isreadilyderived:-

_(t,0)- l_ _(t,A)= 8(t)
A--*0

(2)

Ingeneral,] _ _ IfA representssome moderatelylargetem-
poralwindow,thenfilterings(t)viaEq. Iwilltendtoremove
oscillationsofhigh frequencyrelativeto A whilepreserving
low-frequencyoscillations,which definesa "low-pass"time-
domain filter.

_I.J_IEARDIGITAL.CAUSAL FILTERS: Let us digitize
the__ _-a_t)- suchthat8_= s(ti),wheret_= dAt,
and/_t is the _constant) time interval between samples. Typ-
ically, for applications to LES, 5 should be an order of mag-
nitude larger than At. The approximation of Eq. 1 by a linear
quadrature rule results in its discrete analog

m

(Seiner, 1984, and Tam, 1995). For subsonic jets, the origin -
of _ _ q_in. In his rece_____ (1_) st = _ PjSl-j (3)

il_;tro_ -__ ttw)mleace. Our __=_t_
pre_nt_e) -w_dd:.!ugg_t oth_ _ I_tfi_d LES wl_rethe film coelteieats pj are determined to give the fd-
may p_ a tool by _ tO "m..,m_ _i PhYSiCsof ter_ desirable properties (e_., tow-pass characte_tics,
noi_ pmdu_loa trod m_mioa _a j_a_: [_mt, becaum no _tabiiiW_ and high-ocder accuracy at low frequencY). Follow-
watis am _t, we avoid for the _b_i_g t_ ditBcult!__ lag _ et aL (1986), we generalize tim linear digital filter
expedenoed by many sub@rid-scale modckhi _ vicinity of given in Eq. 3 to allow the use of previously filtered data.
solid boundaries. Specifically, suppose

In the n_t:_n, time-domain filterin_is d_

genera, and a _pe causal di_..'_d_t_. __. Ta_he
govemmg_t!o_'fur DNS are__._ $, .
theeq_ m _fied forLES ___ ofthe
an-ca!led SF._Hu ("ssys who__) mo_lel ___d _zork-
e_ (_)__ ia_l_i diem _i_tl_Ji_mo_l

__ case is defined [___ _-_ nu-
m_ _ma_ _ the m_ut_n of th,.=_ _tio_,
adapte_.__tm Pmett et al. (1995), is __in Sec-
t& L_e_ts of LF_ for the _xi_mm_Ic-jet _a_.
prwmt_in Section 6 and are _mpamd:with _wdl-r_olved
DNS rmults. F'ma_y, some brief conclusions are offered in
Section7.

2 CAUSAL FILTERING

Tim_lom_ f_ fill _ eltlm_of two _: cmml
or actual For _licatio_ to LF._, o_ly causal filtering is m-
all.hie Bydefinition, causal temporal filters aploit prewar
andpmci_zmm_n only,thef_tu_e_-_: Con-

and _ cauM/filtem. A contimmm _tt_r is pN_d for
conceptual purposes; an analogous discrete filter is exploited
in practice_

smo_:_T_i_ in time t, :_ _ _ _w.
pa_ _-fl!ter-can be constructed _p_ b_ intent, a.ting
tho _over the interval A the tempor_ _indow width, as
follows:

1
--/ts(_r)d_" (1)

_(t,A)= _ _,__

_ = _#__# + _q,_,__ (4)

The filter_Eq, 4 is "nonrecunive"ff_, ffi0 forallk and
Wscumi_ if,forat leastone k, q_ _ 0,inwhich casethe
currentvalueofthe filteredquantityisa linear_dn_tion
ofpreviousunfilteredand filteredvalues.

FREQUENCY RESPONSE: It_ i1_st_ctiveoto__mine
the frequencyresponseof the filterassoclated'_t__Eq. 4.
From Pressetal.(1986),the transferfunction,whichquan-
titiesthefrequencyresponse,isgivenby

_(n)= E_=o_e-'_ (5)

where _ = _f_, f/= _*At" is the dimensionless fl_quency,
w" = 2_rf" is the ,dimensional circular frequency, andf _ isthe
dimem_onal phym_ frequency: (Throughout this work;we
denote dimensional quantifies by estedsks.) In general, the
frequency respomm of a _ filteris related to_-rstio-
.rill_omial function in the complex variable 1/(, where
•¢ _ e_. Thus, n_rsive filters are to noncecumive filters Whst
__dtffc_nce operators are to stand_d:_ni_ce
opera. The ratiotml polynomial form 6f the t_-_tmc-
tie__dlows_ latitude in slmp[ng h6-_t',y m-
spouse Fig. 7 come'the modutus o_the tr__

a_typical low-pare _ital recumive filter with tlmt of
all _ _spectral cti_t_ filter, f_ a nomin_ _ _e-
quency f_. Note that, for the spectral cutoff filter, _ - _,
which, as we have mentioned previously, is not true in gen-
eral. The transfer function of the digital filter can be made
to more closely approximate the spectral ideal at the expense



ofincludingmoreand more history (i.e., by using larger and
larger values of m and n.)

....For, ,._e p_ of time-filtered L_ the design con-
atraints:_f_.- the discrete filter are: 1) stai_i!ity for all ti; 2)
H(0) ",:l;_a) !figh-order accuracy; 4) IH(f_)l = 0 for f/> tic;
aad 5)_ little storage required as possible, For reasons
t@ be addressed hdly in a subsequent paper, one is lead to
_he fortunate if surprising conclusion that second-order fit-
ters are optimal: for the .present application to LES. First,
immmt_rder caumd filters require relatively little storage for
ifl_ftSecond,.to &void mixing the truncation errors of the
filtdt j numerical'method, one should invoke a filter with
fiohigl_rord_:tha_'th_tiofthe time-advancement scheme.
.ThUs, W _-brder filter is compatible with the present
third-c_ier time _advattosmtmt scheme (see Section 5). Third,
and a mibtle point, it can bemhown that second-order filtering
is eonsidtent with the underlying subgrid-scale model (Pruett,
1996b): _Consequently, for our purposes, we have followed the
design procedures outlined in the digital signal filtering text
by Strum and Kirk (1988). Formally, our prototype filter is a
second-order, impuise-iavariant, digital Butterworth low-pass
filter, for which m -- b ffi 2, and P0 -- 0. Technically, But-
terworth filters are "all,pole" filters, whose transfer functions
are maximally fiat in the vicinity of the origin. Unfortunately,
however, the transfer functions of Butterworth filters do not
vanish klentically for large values of f/. In practice, this is
not a"p_oblem as willbe shown subsequently. The nominal
cutoff frequency for our prototype filter is fl_ - 1.0, for which
I/-/(fV)l2 - 0.5.

A suitable generalization from the prototype filter to a
tunable-cutoff low-pass filter is made by incorporating a pa-
rameter Re, defined as the ratio of the actual and prototypical
cutoff frequencies, namely

p_ = __n_= __At (6)
fl,, A

Note that P_ -_ 0 for the discrete filter is analogous to A --+oo
for the _continuous filter of Eq. 1. Conversely, as Rc _ co,
A _ 0, in which case 3(t, A) -_ s(t) by the property ofEq. 2.
Fig. 7 shows _im. frequency response of the present _ for
P_ = .125, a yslue typical for the currmt time-filtered L.F.A_S
approach. Note that :l_,h-frequency oscillations _o virtually
eliminated by _the preset filter, as desired.

[

3 GOVERNING EQUATIONS

We first specify the governing equations for DNS and then
present :the :governing system as modified for LES• _ '

DNS.':As a basis on which to evaluate various LES solutions,
we require a well.resolved DNS solution for the axisymmetric-
jet problem• For a compressible fluid, it is appropriate to
define a fluid state vector [p,p, T, u, v, w] T comprised of the
density p, pressure p, temperature T and velocity components
u, v, and w. The governing equations for the axisymmetric-
jet problem are adapted from those presented in Pruett et al.

T(1995) for a body-fitted coordinate system _ -- Ix, 8, z] on
an axiaymmetric body, where z as the arc length along the
body, 0 is the azimuthal-angle, z is the coordinate normal to
the body, r --/1+ zcos @is the radial coordinate, R(z) is the
body radius, and _b(z) is the angle of the surface tangent to
the body. For the jet-flow application, R - _b-- 0, in which

case the coordinate system degenerates to-" = r with x as the
axial coordinate, .whereby u and w become the axial and ra-
dial velocities: _tively. Because R - 0, the equations are
geometrically si-ngular along the jet axis. Forthe continuity
equatmn, the singularity m rem_ed by applying L Hop_tal's
rule along the axis (z - 0). The singularity is not problematic
for the momentum and energy equations because axial bound-
ary conditions replace the governing equations along the axis.
Specifically, considerations of symmetry require that the az-
imuthal velocity (v) vanish everywhere and that

0T 0u
Oz = = = o (z = 0) (7)

LE$ AND SUBGRID-SCALE MODEL: If the compress-
ible Navier-Stokes equations (CNSE)are filtered in the time
domain according to Eq. 1, the resultin$_equation_oystem is
formally identical to that of Eqs. (15), ('16), and (34) of Er-
lebacheret al.(1992),where ovetbarsand tildesdistinguish
conventionallyfilteredand Favre-fiReredquantities,respec-
tively.In general,theuseofFavre=filtered(density-weighted)
variablesreducesthecomplexityofthefil,t.eredCNSE. Specif-

ically,forexample,theFavre-filt__ velocitY_:defined
as

pu (or _=_) (8)a---f

Other Favre-filtered quantities are defined analogously. For
the filtered equations, the fluid state vector is comprised
of a mixture of conventionally and Favre-filtered quantities,
namely [_,_,T, fi, O/_] r. The filtered governing equations
contain residual stresses not present in the original equations,
which are decomposed into Leon ard_grem, cross-stress, and
Reynolds-stress terms denoted by L, C, and R, respectively,
following the notation of Erlebacher et al. (1992). Of these,
C and R must be modeled; L_can be computed.

Several candidate subgrid-scale_modeis are availabiei how-
ever, for our present purpose, we, adapt the SEZHu model
(Spezialeet.al,1988)asadaptedby Erlebacheretal.(1992).
Several considerations favor this selection., First, to demon-
strate the time-filtered approach, tim filtering proc_8 must
participate in the model, rather than s'ma_p_,serving u a con-
ceptual framework as it does in some models (e.g.¢Sm_orln-
sky). Second, although present remflts mzggeet timta dy_
namic model (Germano et al., 1991) is desirable, we wanten
initially to avoid some of the pitfalls of d latamic subgrid-scale
models, particularly, the need to sm0oth the computed model
constants. Finally, the SEZHu model is _extremely well docu-
mented inErlebscheretal.(1992). •

FommUy, our implementationofthe SEZHu model isvir-
tuallyidenticalto thatof Erlebach& etal. (1992),except,
ofcourse,thatthefilteristemporal In tensornotation,the
dimensionlessfilteredequations,withthemodeledterms de-
notedby underlines,are

7M2p :ffi _ (9)

_0"_+ ---0 (10)
Ox_

(11)
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.- a " T (12)- +

where

(13)
D -- aZ'--/

is the resolved-scale dilatation,

ffi 2(_A - ID6hz) (14)

6_ is the kroned_ delta, and _tl k the resol_e strain-
rate tensor, namely

l[Off, "F &il]= 2 (15)

For brevity, the physical _!_ and the_A] conductivity
are denoted, respectively, as

MODEL CONSTANTS: Equation 17 requires va]u_foT
three _ts. Following Er_ et 81. (1992), _:_um
PrT = 0.5 and Cr = 0.012. It remains to determine I, which,
for the _ S EZHu model, is S char_ length scale
related to ipi grid resolution. S_ly, Erlebacher et
AI.(I_2)-_ t]lat i -- c_i_ 'O_ (m the-Sense of pre-
serving the G_ invariance of_*tain_s of _themodel)
for e ffi 2,,_ _k_ is the a_tt_' _mputa_donat gt__:

r4 _ _ (or_endy, _},._ whichp_ we
to_-_ _ areao_h__ _ty. From
ear_!__._, we _,ow that_,._, and_ i
_s am,__j Le., wavesof_lii_eatfrequencieaprop__
_at_ phase velocitie_ However,_disturbances of
moderate to high Eequencies propagate at a velocity approx-
imately that of U_, the averag e of the jet and i ve-
Iodti_,Acmrdin_y, we define-Az"as the characteristic size
of an eddy associated with a disturbance of cutoff frequency
.f_; that is

Uf__a.v_ 2_U_ At"Az. -- -_ -- (19)

_ (16)#, = ; r_ = M_ RePr

where Re, Pr, and M are the ;d_mem_onleesReynolds,
Prandtl, and Mach numbers, reepecttvely. Similarly, the eddy
viscosity and the eddy thermal conductivity are given by

F'_dly, we note that the CNSE are recovered from the
governing equations in the limit as A --_ 0.

_T (17) 4 TEST CASE_T = CJ_H _/2 ; _T= _M_pvT

where ! is a length scale to be ddned shortly, PrT ig the The nume_cal test case was_ctme_ to approximately replicate
turbulent Prandti number, -_ is the ratio of specific heats, an acoustics experiment that is being conducted at NASA

Langley Research Center. Specifically, we investigate a heated
and II = _ (18) i(M_=0_) jet U ti_g into&l_l_ _nt at-

W_ the und_ U on _ __ sides of the __._ _:_ T;, on w_ t_ M_ num-
b1 eq_ __ _ied,._ on _ _b-_,is-_=F _6 _),,md the _t tempera-

_ySte_
m_, _e

stresses, are computible by _e i_ _l&. _ (0._I?_ _e i p! m_ ph_ _ent
_e p_t su_d-sc_e m resol_ _ m_el _ _ __ (_/_)._ _,
the sum L + C. resul_ in _ _ a _ _*_ _ DNS computa-

the  ZHu tiono! e pne; con,equently,thecomput  on-'
I_), ._e _& stresses _re _t _ _a_c and _t assumes an ambient pressure 10 _cent t_
isotropic partS, which were modekd _y. In the _ the physical experim_; :tha,t; _ 216 _"i-_
det_ed _ of _leb_er et 'I. (1_)), on which the _ = 101_ b_ on thej_ con_t_ns and thenon,d j_
present apprcmch is based, _- ieotmplc _ is _ed raditts. In the physical _t, the _am!_den"t air was qtties-
on the rationale that im contribution should be small for tur- cent. 'HoOver, c_p_onat _ with unbotmded
bulent Math numbers Mt < 0.6 (acom_,xalnt satistied by most shear layerstypicatly encOunter nmnerlcal difficulties (as did
compreesible_owe). Several otherR.b_'es of the _ the preunt Wock) whenever the ambient gream is perfectly
tstion of the model are not immediately apparent upe_ the quiescent (_ etaL, 19_ Consequently, it .is cue-
study of Erlebacher et -1. (1992). First, the viscous-etress tomsry for the jet to _i_'m_t_stream with a
terms of the filtered momentum equations, and the dissip_ .velocity of a few percent of the jet velocity. For the pre_eut
tion function @ and thermal-stress terms of the filtered en- problem, we use an ambient to jet velocity (U_)xatio of 10
ergy equation, formally involve con_ntionally filtered rather
than Favre-filtered quantities. _ these quantities are
unavailable, however, they are approximated by their Favre-
filtered equivalents. Second, terms that.arise from subgrid-
scale fluctuations of _ and _,, a__ neglected. Third, the re-
solved stresses are computed using _ rather than p, the latter
of which is unavailable. These approximations should be con-
stdered as additional modeling errors.

per_nt. We further as_me that thejet is _ expanded,in
which c..l_, in the_ of any dist_ces, the pressure

co.rantboth •
- _-_ governins eq_ and in the results to fo_o_, all
Lends h_i been no_ _ _ _ the velocities, tem-
perature, and density, have been normalized by U_, T_', and

p_, rmpectively. Pressure is normalized by p_U_"*.
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5 NUMERICAL METHODOLOGY

SpatialIYNS and LES can be viewed as three-stepprocesses.
First,an unperturbed time-independent base state is ob-
_talned,usually by boUndary-layer techniques. Second, the

base S_te _issubjected to eitherrandom or temporally peri-
odicperturbations,which are typicallyimposed atornear the
computational inflowboundary. The structureof these dis-
turbanees iscommonly obtainedfrom linearstabilitytheory,
"or mo_recdntly, from paraboUzed stabilityequation (PSE)

_methodol_gy. :Thir__the spatialevolutionofthe prop_afatlng

:diStUrbancesiscom l_t.ted by solutionof the complete Navier-

StokeS':_ations, With(LES) or without (DNS) subgrid-scale
;niocleis.J:Wediscussinturn each ofthese stepsin the context
Of the_urrent problem.

i (_OMPUTATION OF THE BASE STATE: The applica-
tioa oLstandard fully implicit boundary-layer techniques to
the a._ymmetric jet revealed an unanticipated computational
_difficulty; namely, the Jacobian matrix associated with the
Aterati_ procedure was extremely ill-conditioned and the it-
eration_did not converge. The computational problem

&_eV_ of sign_in the transverse velocity experienced
_by_Intemalboundary-layer flowssuch azjets,wakes, and free
Shear htyers.:To circumvent thisnumerical difficulty,a se_-
implicitboundary-layer technique was developed, which ia_is
•domnmmted in Pruett (1996a). The interestedreader isre-
_ferredto thispaper for details.Also to avoid numerical difi]-
._Ities_theinternalshear layerisgiven finitethicknessat the
lipof thejet. The boundary-layer solutioncan be viewed as
an unstable equilibriumstateof the CNSE.

IMP_)SITION OF THE DISTURBANCES: The nature of

_ties isdifferentforwall-bounded and free-shearflows.
Specifl_y, wall-bounded flowsare subjectto viscousinsta,
bUities_for which typicallyonly a relativelynarrow band of
frequenciesare unstable. In contrast,free-shearlayers,jets,
and wakes are subject to inviscidinstabilitiesover a broad
range of frequencies.Relativeto viscousinstabilities,inviscid
instabilitiesexperiencerapidgrowth rates.Thus, forsimulat-

ing instability waves in wall-bounded flows, it is essential t_at
the imposed disturbances be consistent with eigenfunctions

:obtained from stability theory; otherwise, one introduces spa-
tial transients that may corrupt the particular instabJ/ity.of

. interest. On the other hand, one can besomewhat cavatie_in
imposing disturbances in free-shear flows because of the flow's
tendency to rapidly organize arbitrary disturbances into: the
dominant eigenmodes. Consequently, following Mankbadi et
al. (1994), at the inflow boundary, we impose a temporally

:periodic fluctuation comprised of a few harmonics of specified
frequencies, but whose structure is not derived from stability
theory. At present, we impose the disturbance only through
the stnmmwise velocity. Specifically, at the inflow bo_
Z----Z0

,,(t,xo, =  ,B(xo,z)+ ,,,%
u'(t,z) = _b(z)lain(w/t)+ cos(0.St#/t)] (21)

" _b(z) -- exp[-(2(z - 1)) 4] (22)

where the subscript B denotes the base state, the prime de-
notes &_fluctuating quantity, and the subscript / denote_the
fundamental frequency. The function _b(z) is used to shape
the disturbance profile so that the disturbance is largest near
the edge of the jet but essentially vanishes along the jet axis
and at the far-field boundary. Numerical experimentation re-
veals the most rapid development of the jet for w/= =, which

corresponds to a Strouhal number (St - .f_R_/U_) of 0.5,

in keeping with the observations of Mankbadi et al. (1994).
Following the _arl_',computationalinvestigationof free-shear
layersby Ril_ and Metcalfe (1980), we include:an outeof-
phase subharmonic component to enhance pairin_ot_sdjace_t
vortices. At present, we use a forcing amplitudebf e = 0.005,
which is ramped up slowly (overs time interval of one pe-
riod of oscillation at the fundamental frequency) to minimize
temporal transients.

DNS AND LES METHODOLOGIES: For b_th the DNS
and LES, we adapt the high-ord_ _rical sche_te 0_Pruett
et al. (1995), to which the rdaaer [s _ferred for :details.
Briefly, this algorithm exploits fully explicit time a_Ivance-
ment, high-order compact-difference methods (Lele, 1992)
for aperiodic spatial dimensions, and spectral coUocation
methods for periodic spatial dimensions. Speeifle.Mly, for
the present axisymmetric-jet application, we use fourth- and
sixth-order compact difference schemes in the axial and ra-
dial dimensions, respectively. The azimuthal dimension, of
course, does not come into play for the axisymmetric case.
The method of Pruett et al. (1995) uses a variable step for
time advancement in the context of a three-stage, low-storage
Runge-Kutta (RK3) scheme. However, the presentLESappli-
_ation, which involves temporal_filt_ring, requires a constant
time step. Consequently, the original Runge-Kutta tempo-

ral:inte_ration has been replaced by a _-length, multiple-
step, third-order Adams-Bashforth (AB3) techaiqtm. An ad-
ditional motivation for replacing |he RK3 method was that it
was not immediately clear to the author how temporal filter-
ing would interact with time advancement whenever multiple
stages per time step were involved, the fear being the pos-
sib_ityof numerical instability.The storage requirement for
the a_orithm with AB3 time advancement isabout 150 per-

cent that of the original algorit _hxn with RK3.' In general,
mtfltipI_step methods are not seffstarting_ The AB3 inte-
gration is started initially with a single first-order Euler step

f01[owed by one second-order Adams-Basldorth step. Because
the perturbation is ramped slowly to full amplitude,_and the

_hrltial state is in (near) equilibrium, the initial loss of tempo-
ral accuracy is inconsequential.

For both the DNS and the LES, the symmetry conditions
_iven by Eq. 7 are imposed akm_ the jet axis. At the in-
iknv boundary, for the present: azi_ymmetric-jet, p_)blem, the

_ow is everywhere subsonic, mid onecharacteristie points up-
_._n, Consequently, not all flow. _rariables can:be specified.

Currently, we specify v, w, T, and the incoming Pdemann in-

variants_ At the far-field boundary (z = Zmax), we adapt
_h_:_oq ri_flecting boundary conditions of Thompson (1987)
a__fa&lifled by Pruett et al:_(199S). At the outflow boundary,

_we e_i_oit a bul_er-domaln approach (Streett aud Macaraeg,
1959/1990). Near the outflow boundary, a buffer zohe of fi-
nite Width is constructed in which both the base state and
the governing equations are modified to ensure that all waves

propagate out of the domain. "

" Finally, we note that the present LES algorithm is: one of
few to incorporate high-order numerical methods, another be-
ring that of EI-Hady and coworkers [5].

' UOMPUTATIONAL EFFICIENCY: On the same_grid,an
'LF_ computation with the present algorithm requlr_ not

_e twice the computational effortas DNS and approxi-
_'m_Iy 2.5_times the storage for 3D flows (twicethe stor-

fortwo-dimensional or axisymmetric flows).Most of the
tionalmemory isrelegatedto storageof the time histo-



ries of quantities assoetated_th the time-fllt__0adt.
One must keep [_,mt_ l_zw_sr, that, by _;
allows Computations on. coarser grids than DN& ]_-for the
present LES algorithm, far _ple, the grid raM_._ rela-
tive toDNS cou/d be reduetd-by a factor of tht_la_esch of
the three spatial, dtm_n___ and time, then storage-require-
ments would be diminished by a fact_ of appt__ _yten,
and processor time woulddiminish by a faclm_-of_-_-
mately 40. Thus, measures of efficiency in LES must_co1_dder
not only. nominal sto_:.a_Ee_.q_per_ion co_ts, _ _ the
potentiai grid-c_ meter, wmcn cotue concetyamy oe
higher for temporally_red LES than for conventional ap-
proaches. -- _.

6 RESULTS

For the DNS and _ results presented below,:the computa-
tional domain was

0<z<20 ; 0<z-<5 _ (28)

The length of the domainwas sumcient-to allow__of
the adjacent vortices shed at the edge of the jet__--l_zletlat_
percent of the axial exte_ of the domain liei_ __do-
main; results within the buffer domalnshould be_l_arded
as unpbyMcal. For' amvmflence Inp_g_::We de-
fine tp, the time in periods of oscillation at the ftmd_

model is ins_y=di_pative, the computation _
up. On the other hand, if the model is excessively dissipative,
the instabilities _at result in vortex shedding and pairing
are sup_ _ diminished. It appears possible, however,
that an intermedia_ amount of dissipation will preserve the
large-s__ of t.he flow while preventing nume_/_-
stabilities _ _th_:unresolved scales. In partic_r,
Figs, 7 and 7:__us contours of co nst_. den-
mty earl l_.gmttre, r_ive|y, obtained _om _ LES compu-
tmZion__ lffid resolution of432 × 192, m. bya
factor __y thr_ in each direction than _e DNS
compu__ted _ptw_iously. The time is tp - 18, and
the __resolu__:_1024 time steps per period. Be-
cause fully _t tim_ advancement echemes t._picaUy
over-resolution in time_ practicality _ a filter wlc_th A
that is api_roxin_, y, say, an orderof m_itude larger-_an
the _me-_. _ we_used _/At ==8 (/_ = 0.12_:_At this
cutoff __, the_ maximum eddy viscosity was apprc0d-
___ _ pbyiflc._dviscosity. Whereas
the D__-_ -20 CPU hours, the 43_ x_192
LES :__ tw_ CPU houri. (Caladations on
the ¢o__d_ef :ff,_ x_ 128, for which the computsd_on
eWmm_ttybi_ up, _ only a m_tte_ of minute,.) _-
,flwto dm_mmd_ of_Xq_. 7, the *h_r-_mll-up
md the LES,o m-
pl_atiofl _q_ _rded, but not prevented. Conseq_y, we
_,_ "_y resolved/LES could serve ss a compu-
¢.aflonal_:__fO_the investigati_on of jet noise.-To _t_k
end and _!dlowin_ Colonins et aL [3], we extract the c0m-

disturbance frequency, pressible dilatation from the numerical solution; The;instan-

DNS: TheDNS relmltswere obtained on tlw c0ml__ taneous dilatation field _ttp ffi 18 of the moderatetyt_solved
domain defined above at an extremely fine __ reso- LES corn =pgzatk_n___ _shown _ Fig. 7. It would appe_ that,
lut,iou. of 1280 x 5i2 m_l_,, temporal reso_:_steps in _f _._n, _ large vortex __t
per (_fundamental) disturbance period. To _e_TiV__-__n_ acoustiC--quad_ - Theile results suggest that s_t
olutibn_ compute.were made on sucosssi_l_ _: _ds ac_.nsti¢ i_adiation is associated with the large-scale vOrtfces,
beginning from a _Md_'d Of 256 × 128. For _spatial res- in contrast tO the view expressed by Tam (1995) for subsonic
oh_tlon,_m estimate:._. __t_q_rai resolution _ for jets.: _ _ _
stability was made based on stability analyses of mode]_advec- For the _work in progress, our primary objective has
tion and diffusion equations. All computations excelS_ _ tb_t been to demonstrate-the feasibility and practicality of time-
on the finest grid eventually _blew up due to numet_._- Riteved spatial LES. As onep0sifible measure of succas_we
billties associated with unresolved scales. In contrast, Fig. 7 _ the resolved subgrid-scale stresses computed by the
shows instantaneous contours of constant density at t_ = 18 tim__ model, the principal-eompommtof
for the fully resolved computation. On theofiamt-srid, the whish is _tn _ T:-For an LES computation,- the
DNS computation required in excess of _20CPU _ on a nm_paitude :_f ti_i_v_i stresses can be viewed as a mea-
.Cray C90. Consequently, calculations at a high_-_Re_._ds, sttre of ill reso_i_ 0r eqdtvalently, as identifying the re-
number would have been impractical given the comput_ _wheN ad_ d'msil_"mis.needed to prevent numer-
resources available. 0 _ " _c__ty. For the present thne-flltered approach, these

The preasnt fine-grid DNS represent one of the _ ac_u- terms are _gldldiaed, judging by the apparent smo0_ of
rate and highly _ computations of an un__ _sh_tr the contours in-the flgtum_ In summary, these results s_gg_t
lay_ of which we am aw_re, another being that of Cabin,us et that a time, filtered dynamic subgrid-scale model could he de-
al. (1995), sad Fig, 7 affords:_rable det_dl. I_ b inter= veloped. We suspect that dynamic modeliag(Germa_o eta].,
esting to note x__rre]_tion betwee n the _tours of 199_)wouldlmprove the present results by Umlting:theeddy
constant density and tliose of constant vortici_,;(_ shown viscosity only to regions where it is needed. For this reason,
due to space limitations). Both quantities cl__ the the dynamic approach is judged to be more appropriate for
roll-up of the shear layer at the jet's edge into a _ _creet transitional floyd., _ Was demonstrated for compressible flow,
and the subsequent pairing of adjacent vortkes, _a for example, m the work of EI-Hady et al. (1993).

common to unbounded shear flows. A simitar _n of In closing, we comment that computations of 2]) or ax-
vorticity and pressure contours is also most _. Notun- isymmetric unbounded shear flows are both less and more
expectedly, the _ _ low pressure corr_p_m_d precisely difficult than _utatlo_ of 3D flows. Although the total
with the centers Of the !arge vortices.-As _ vortices compu__ are lower for sLmu!ations in 2D,
merge, the in_viduai pressure lows are rep_ by l_ger thereso|ution n_._those two dimensions rosy well he
and stronger low pre_ure regions. High pressure _lie greater thaa foe_the same two dimensions of a 3D simalation.
between adjacent vortices. - ThereU0_is that, in 3D, the third dimension provides a path

For LES of jet flow, the trick is to find an appro- for relief of Reynolds stresses that cannot be relieved in 2D.
priate amount of eddy viscosity. If the LES subgrid-scale Complete validation of the present time-filtered LES concept



andits_plication to aeroacoustics ultimately will require the [7]
consid@ation of fully 3D flows.

|L [8]
7 C_ONCLUSIONS

• Tiine-domain filtering for the residual-stress models of [9]
LI_S _ a viable _cept that should be investigated fur-
ther. iii_'l_" _iresults suggest that time-domain fll-
te_ii _Ly! ha_iflcant advantages relative to con-
__ _ace-_red approaches. [I0]

• TI_ c_t baseline LES algorithm is one of a very few
LI_ algorithms to exploit high-order numerical methods.

• The present subgrid-scale model, which involves time- [11]
_ _ domta_ filtering, might be improved for application to

transitional flows by recasting it in a dynamic-model con-
i =_text!(Germanoet al., 1991).

• The present approach to LES appears to be applicable [12]
to _aemacoustics, as had been hoped.

• A thorough validation of the time-filtered LES approach
and its usefulness to aeroacoustics will require LES of
fu_y 3D flows. [13]
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Figure 1. Transfer function of prototype second-order
ca_t_ filter compared with spectral-cutoff transfer func-
tion.
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re.reso2._of constant density obtained from
lved (1280 × 512) DNS calculation at tp = 18.
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ary of figure. Contour levels denote variations of 0.82 <
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Figure 3. Contours d constsnt density obtained _t tp =
16 from L_ of,L32 × 192 grid resolution. _,m eddy
vis(xxd_ k 8 times that of physic_ viscosity. ReLstive
to DNS, rot-rex roll-up and linking events are retarded
but not prevented. Contour levels denote variations of
0.95 _<p _<2.13. Buffer domain shown.
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of resolution 432 × 192 at tp - 18. Con-

tour levels denote variations of 0.87 _<p _<1.26. Buffer
domain shown.
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Figure 5. Isolevelsof dilatation D obtained at tp =18
from LES of 432 × 192 grid resolution. Contour Ieveb
denote variations of -0.10 <_ D _< 0.13. Buffer domain
not shown.
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Figure 6. Principal component of resolved stresses ob-
taMd at tp = 18 from _ of 432 x 192 grid resolu-
ti(m_ Contour levels _ variationsfrom -4.2 x I0 -5
to 3.3 x_lO -5. Buf_domatn shown.


